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ABSTRACT: Electron-transfer reactions from nanoparticle TiO,
films to outer-sphere redox shuttles were investigated. Steady-state
dark current density versus applied potential and open circuit
voltage decay measurements were employed to determine the rates
of recombination to cobalt(IIl) tris(4,4'-dimethyl-2,2"-bipyridyl),
[Co(Meybpy)s]**, and ruthenium(III) bis(2,2"-bipyridyl)-bis
(N-methylimidozole), [Ru(bpy),(Melm),]**. A striking differ-
ence in the magnitude as well as the shape of the electron lifetimes
for TiO, electrodes in contact with these two redox shuttles is

observed. A model based on Marcus theory is developed to describe recombination, including contributions from conduction band
electrons and surface states. Excellent agreement was found between the modeled and measured lifetimes. The model allows for
identification of each contributing component of electron transfer to the measured lifetimes. Comparison of the different components of
the modeled lifetimes to the measured lifetimes provides clear evidence for recombination mediated through surface states.

B INTRODUCTION

In 1991, O'Regan and Gratzel published a breakthrough
report on using high surface area nanoparticle TiO, electrodes
in dye-sensitized solar cells, DSSCs, to increase the light harvest-
ing of a ruthenium-based molecular dye in contact with an
I;7 /I redox shuttle.! The energy conversion efficiency of
DSSCs was rapidly improved over the next 2 years to 10%,
primarily due to the development of the N3 dye, [Ru(4,4'-
dicarboxy-2,2"-bipyridine),(NCS),].> Despite intensifying re-
search efforts over the following 18 years, the maximum effi-
ciency essentially plateaued at 11%.>* Despite the lack of
improved efliciency over this period, intense study by research
groups around the world has led to greatly imsproved under-
standing of the operational principles of DSSCs.> '

The largest loss mechanism in state-of-the-art DSSCs is the
overpotential required for efficient dye regeneration by iodide.'*
One strategy to significantly improve the efficiency is therefore
replacing I3~ /I with a redox shuttle with a more positive
potential. To date, however, this strategy has not led to improved
performance due to the concomitant increasing rate of recombi-
nation of photoinjected electrons from TiO, to the oxidized form
of the redox shuttle.'” "> Development of alternative redox
shuttles, which are not hampered by fast recombination, should
be facilitated by a detailed understanding of this reaction. Several
important details of the recombination mechanism are still not
established, however, which is largely due to continued reliance
on I, /T as the redox shuttle.'' For example, the acceptor
species involved in recombination, either I, or I3, is not
definitively established.'® We note that an analysis of several
proposed recombination mechanisms to I3 /I has recently
been presented elsewhere.® Another interesting ongoing
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discussion involving recombination is the extent to which surface
states participate. Because the environment of surface atoms of
the TiO, film is inherently unique from that in the bulk, there will
be localized electronic states on the surface. If these states are
energetically located between the redox level of the redox shuttle in
the electrolyte and the conduction band energy, it is possible that
they participate in recombination. Therefore, to fully understand
recombination, the role of surface states must be understood.
Recombination is most often discussed in terms of electron
lifetimes: the average time an electron “lives” in the TiO,
electrode before being captured by an acceptor in the electrolyte.
Lifetimes have been measured by a variety of methods including
intensity modulated photovoltage spectroscopy, open-circuit
voltage decay, and impedance spectroscopy.”'”'® It has been
well-established that the electron lifetime has an exponential
dependence on potential.'”*® This dependence has been ex-
plained on the basis of electronic processes happening prior to
electron transfer to the redox shuttle. The model, the multiple-
trapping model, considers that TiO, contains a large number of
electron traps and a low number of free electrons. Thus, before a
recombination event may occur, an electron must become excited
from a trap state into the conduction band before traveling to the
surface of the nanoparticle. So the lifetime increases as the ratio of
trapped to free electrons increases, which changes exponentially as
the Fermi level moves through the band gap.'®"® This exponential
dependence holds true only when recombination is occurring
primarily from the conduction band. Recent reports, however,
have provided indirect evidence of surface state-mediated recom-
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bination.'>*" The signature of surface state-mediated recombination
is a parabolic component in the electron lifetime, a deviation of
log—linear behavior observed for conduction band recom-
bination.”** For example, when an aqueous polysulfide electrolyte
was used in a quantum dot-sensitized solar cell, a deviation of the
exponential dependence of the lifetime indicated surface state-
mediated recombination.”** However, interpretation of the recom-
bination mechanism with this electrolyte is complicated by use of
the inner-sphere, multielectron acceptor, and the uncertain effect of
the quantum dot and solvent on the measured lifetime.

A better picture of recombination kinetics from TiO, can be
established by eliminating the complicated electrochemistry of
the I;” /I redox shuttle. For example, using a simple outer-
sphere redox shuttle ensures that a single one-electron acceptor
species is in solution."" Further, use of such redox shuttles offers
the ability to tune the physical parameters, such as redox
potential and reorganization energy, allowing systematic studies
that are not possible with I3~ /1. In addition to being excellent
model systems, recent reports have indicated that outersphere
redox shuttles may be used to produce high-efficiency
DSSCs.”*** Recently, we utilized a series of cobalt bipyridyl
redox shuttles to investigate the bottlenecks, which can limit the
efficiency of outersphere redox shuttles in DSSCs.***” On the
basis of these results, we concluded that surface states do not
appear to play a role in recombination.”® We reasoned that, to
definitively observe whether recombination occurs via surface
states, it would have to be faster than recombination from the
conduction band. In this work, therefore, we set out to achieve
this by comparing recombination to redox shuttles with vastly
different redox potentials and reorganization energies. We then
develop a model based on Marcus theory to describe recombina-
tion, considering contributions from both conduction band and
surface states. The combined experimental and modeling results
allow us to clearly identify each separate element of recombination.

W EXPERIMENTAL SECTION

All working electrodes utilized either a TiO, or a poly phenyl oxide,
PPO, blocking layer to prevent complications associated with electron
transfer from the substrate (i.e, shunting) and ensure the measured
recombination was strictly from the nanoparticle film.'>*”?® A detailed
comparison of the different blocking layers is forthcoming; however, the
blocking layers used in this study do not affect the analysis presented
131529 Nanoparticle TiO, electrodes utilizing a dense blocking
layers of TiO, were prepared as described previously, with the exception
of using Ti-nanoxide T20 paste (Solaronix).>® The TiO, film thickness,
d, was measured using a Dektak3 Surface Profiler to be 8 um. For
electrodes utilizing a poly phenol oxide (PPO) blocking layer, the PPO
was selectively polymerized onto the bare FTO after the nanoparticle
TiO, film was deposited onto FTO and annealed as described above.
Electropolymerization was carried out following the reported procedure
of Gregg et al."® Briefly, the electrodes were submerged in a solution of
60 mM phenol, 90 mM 2-allylphenol, 100 mM LiClO, in a 10/10/1
water/ethanol/2-butoxyethanol solvent mixture adjusted to pH 9 by
addition of 10 mM tetrabutylammonium hydroxide in methanol. The
potential of the electrodes was then scanned from 0 to 1.5 Vvs SCE at a
rate of 100 mV/s for 60—80 cycles. The electrodes where then soaked in
10 mM tetrabutylammonium hydroxide in methanol to remove un-
reacted monomers and oligomers, rinsed with ethanol, and cured in air at
150 °C for 30 min. The electropolymerization process is self-limiting
and deposits only on the conductive FTO substrate because the TiO, is
insulating at the potentials used. Sandwich DSSCs were fabricated
according to a previously described procedure.”® Three-electrode

herein.

measurements were made in a custom electrochemical cell?® The
photoanode was clamped over an opening in the cell and sealed with
a Viton O-ring. A commercial AgCl/Ag reference electrode (ESA 66-
EE009 “No Leak”) was used for all three-electrode measurements. The
counter electrode consisted of a high surface area platinum mesh.
Ruthenium(II) bis(2,2-bipyridyl)-bis(N-methylimidozole) hexa-
fluorophosphate, [Ru(bpy),(Melm),](PF¢),, was prepared following
a literature procedure.’® The resulting product was purified on an
activated neutral alumina column using acetonitrile as the eluent. The
cobalt outer-sphere redox couple employed in this study, cobalt(II)
tris(4,4'-dimethyl-2,2'-bipyridyl) hexafluorophosphate, [Co(Me,bpy)s]
(PF¢),, was prepared as described plreviously.27 All electrolytes con-
tained 0.1 M LiClO, and 40 M of either [Co(Me,bpy);](PF¢), or
[Ru(bpy),(MeIm),](PFg), in acetonitrile. Sufficient NOBF,, was added
from a stock solution to each electrolyte to oxidize 20 mM of the redox
shuttle unless otherwise stated. Photoanodes were aged before use by
placing in a solution of 0.1 M LiClO, in acetonitrile overnight. Aging the
electrodes allows for stable measurements free from time-dependent
effects observed in the first 12—18 h after the electrode is placed in
contact with the electrolyte.”® Open-circuit voltage decay measurements
were performed by monitoring the voltage versus time response when
the cell is switched to open-circuit conditions from a potentiostatically
controlled applied potential on the TiO, electrode. All electrochemical
measurements were performed in the dark with an Autolab PGSTAT 126N.

B RESULTS AND DISCUSSION

1. Measurements. Current density versus applied potential,
J—E, measurements were performed for DSSCs employing
[Co(Me,bpy)s]>" /> and [Ru(bpy),(Melm),]>"/** redox shut-
tles in the dark. Figure la shows representative J—E plots using a
single TiO, nanoparticle electrode in contact with both electrolytes.
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Figure 1. (a) Current density versus applied potential curves and gb)
lifetimes versus potential plots for DSSCs utilizing [ Co(Me,bpy);]**"**
(blue, —— —/<) and [Ru(bpy),(Melm),]*>*"** (red, —/O) redox
shuttles.
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For reference, the formal potentials of [Co(Me,bpy) 3P and
[Ru(bpy),(MeIm),]>"/*" were measured to be 0.08 and 0.89 V
vs AgCl, respectively. The dark J—E curve for [ Co(Me,bpy);]>"/**
is characteristic for a DSSC utilizing cobalt-based redox shut-
tles.*"?%*73173* The dark current density at more negative
potentials deviated from the expected exponential dependence
due to the increasing diffusion resistance of the electrolyte.'!
Substantially larger dark current density was found at a given
potential when [Ru(bpy),(Melm),]*"/>" was employed as
the redox shuttle. Because the dark current density is a
measure of recombination, this indicates that recombination
is much faster to [Ru(bpy),(MeIm),]*>™*" as compared to
[Co(Meszy)3]3+/2+.13’15’35

Another way to compare rates of recombination is through
determinations of the lifetimes, 7,.”*?**” Lifetimes of DSSCs
employing [Co(Me,bpy)s]*"/>" and [Ru(bpy),(Melm),]**/2*
were measured using the open-circuit voltage decay technique."”
Because this measurement is made at open circuit, and represents
the average time a free electron survives before recombining, the
results do not depend on any variation of the quasi-Fermi level,
Ep, in the film, whereas the Fermi level may not be completely
constant in the dark current density measurements.’” The open
circuit voltage, V., decay can be transformed into the lifetime

by:19
ke T (dV,.\
e e 1
i q ( dt ) @

were kg is the Boltzmann constant, T is temperature, g is the
elementary charge, and t is time. Lifetimes versus open circuit
potential plots for DSSCs employing [Co(Me,bpy);]**/** and
[Ru(bpy)z(MeIm)2]3+/ > are displayed in Figure 1b. The life-
time for the cell with [Co(Me,bpy);]>™/*" shows the typical
semilogarithmic dependence on potential. Strikingly, however,
the lifetime for [Ru(bpy),(Melm), ] /2t couple is highly non-
linear and appears parabolic. The concentration of [Ru(bpy),
(MelIm),]** was varied by a factor of 3, and the lifetime shifted
proportionally. Larger concentrations were not possible due to
the limited solubility, and lower concentrations resulted in
concentration polarization effects. Nevertheless, the concentra-
tion dependence of the lifetime demonstrates that recombination
is first order in acceptor species.

Bisquert has suggested that recombination from surface
states should lead to such a parabolic shape of the lifetime.**
To the best of our knowledge, however, such a parabolic
lifetime has not been observed experimentally when care
is taken to passivate the back FTO electrode.”® The vast
majority of research reports on DSSCs have relied on the I; ™/
I" redox shuttle, which may preclude observation of such
parabolic lifetimes due to the particularly complicated elec-
trochemistry of this couple.'"'® Use of outersphere redox
shuttles, however, allows for substantial variations in recom-
bination rates and should additionally be more straight-
forward to interpret.'' Below we develop a model to quanti-
tatively describe recombination to these outer-sphere redox
shuttles.

2. Modeling. The lifetime of electrons in the TiO, can be
expressed as a function of the concentration of electrons, n, at
a given quasi-Fermi level, Eg, to the rate at which they are
being lost, which in the dark is simply the recombination rate,
U, at Eg. Defining values for both n(Er) and U(Eg) therefore
allows for the use of the following equation to calculate the

lifetime:’

T(EBr) = 9U(Ez)/9E

(2)

a. Electron Concentration. The concentration of electrons
may be broken down into free electrons (those which are in
the conduction band), n.,(Eg), and those residing in loca-
lized trap states, n.(Eg). The concentration of conduction
band electrons is dependent on the quasi-Fermi level accord-
ing to:

(3)

E, —E
na(Eg) = N, exp {%}

where N_ is the effective density of states in the conduction
band, and Ey, is the energy of the conduction band minimum.
A value of Ey/q & —0.7 V vs Ag/AgCl was used from
literature data of anatase TiO, nanogarticle electrodes in
contact with 0.1 M Li" in acetonitrile.*® The effective density
of states in the conduction band was determined using the
effective electron mass of m.* = 10m,, providing a value of
N, =8 x 10%° cm 33940

For trap states, the concentration of electrons in the TiO,
given a certain Fermi-level is determined by integrating the
density of trap states, g(E), multiplied by the occupancy of those
traps. The trap state occupancy is described by the Fermi—Dirac
function, (E — Eg):

f(E—Eg) = !

1+ exp(E — Eg/ksT)

(4)

Only electrons in traps with an energy between the solution
(zero) potential, E¢p, and the conduction band are expected to
contribute to recombination. The total concentration of elec-
trons in trap states in the energy range gE¢( < E < E, is therefore
given by

m(Er) = / " g(B)f (B — Br) dE (s)

Ef,0

The distribution of trap states can be determined experi-
mentally through capacitance measurements. Figure 2a shows
a typical cyclic voltammogram of a TiO, nanoparticle elec-
trode in an electrochemically inert electrolyte. The small
current peak at a potential of —0.3 V, present only in the first
scan, has been identified in the literature as monoenergetic
surface states.*'"** Boschloo et al. have measured these states
spectroelectrochemically to rule out the possibility that this
peak is a result of contamination reduction.*’ The larger
current at more negative potentials is due to the charging of
an exponential distribution of trap states tailing off below the
conduction band edge.** ** The current density can be
transformed to a capacitance, C,, by

J = L(1 = p)sCy (6)

where L is the film thickness, p is the porosity, and s is the scan
rate.*” Figure 3b shows a plot of In(C,,) versus E. The capacitance
peak associated with the monoenergetic surface states, near
E = —0.3V, as well as the exponential distribution of trap states
are more apparent in this plot. The total density of trap states can
thus be separated into two components: exponentially distributed
trap states, gexp(E) , and monoenergetic surface states, gS,me(E).
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Figure 2. (a) Cyclic voltammogram and (b) plot of In(C,) versus
potential for a TiO, electrode in a blocking electrolyte composed of
0.1 M LiClOy in acetonitrile. (c) The difference between the measured
total capacitance and the fitted exponential capacitance (O). Also shown
is the result of fitting the capacitance difference to a Gaussian (red line).

The exponentially distributed density of trap states in TiO, has

been well established to be described by”*#*%*”
Ne qE — Ecb
exp(E) = —= 7
() = 3 p| T )

where N, is the total density of the exponential distribution
of trap states, and T is a characteristic parameter with tempera-
ture units describing the depth of the trap state distribution. The
tailing parameter is sometimes described in literature as m,,
a parameter with energy units that can be interchanged by
m. = kT or by a unitless coeflicient a = T/ To.**® The slope
of the In(C,,) data can be used to determine the T, parameter
from slope = q/kyTo.** A fit of the capacitance data to eq 7,
shown in Figure 2b, produced a value of 850 K for T,. This
value is in good agreement with literature values, which range

Electron energy

o L2 i I
TiO, Electrolyte

Figure 3. Energy diagram displaying the distribution of localized states
and recombination from the conduction band (green —), from an
exponential distribution of surface states (blue — + — - — ), and from a
monoenergetic distribution of states (red - - -). gEy is the quasi-Fermi
level in the dark equilibrated with the redox potential of the redox
shuttle, E,cqox Ecp is the conduction band energy, and Ep is the Fermi
energy.

from 550 to 950 K.”**** An estimate of Neyp was obtained
from the fitted capacitance data as shown in Figure 2b. The data
were integrated from Eg, to Eg, which produced a value of
Nep & 1.7 X 10" em ™3, in good agreement with literature
values.”**

The monoenergetic surface states were modeled using a
normalized Gaussian function:

Ny me _(E _ qES me)z
S, me E - 2 . 8
gyme(E) =~ exp 3o (8)

where Nj . is the total density of monoenergetic surface states,
E e is the potential at the center of the Gaussian function, and
0 describes the width of the distribution. Approximate values for
both Nj e and 0 were obtained by integrating the difference of
the capacitance measured by cyclic voltammetry and the fitted
exponential capacitance, Ceyp 5, Shown in Figure 2¢, and deter-
mined to be 4.86 x 10'7 cm > and 66 meV, respectively. We
note, however, that the values derived from these measurements
and fits were found to be somewhat variable between films.
Further, the center of this distribution, E ., shifts more positive
with slower scan rates as expected. Thus, a more positive value
than is indicated in Figure 2c was used for modeling purposes as
shown in Table 1.

b. Recombination Rate. Recombination is comprised of
electron transfer from TiO, to the oxidized form of the redox
shuttle. In general, the equation for recombination density due to
electron transfer is

U(Er) = [A]n(Ep)ke(E) )

where [A] is the concentration of acceptor species dissolved in
solution, n(Eg) is the concentration of electrons able to partici-
pate in recombination, and k.(E) is the electron-transfer rate
constant. In principle, any electron that is near the surface in a
state higher in energy than gE, .40 should be able to participate in
recombination. The total rate of recombination is then the sum
of all recombination reactions. Because we have identified three
types of states containing electrons in the section above, we
consider three sources of recombination here: electron transfer
from (1) the conduction band, Uy, (2) the exponential distribu-
tion of surface states, U; .y, and (3) the monoenergetic band of
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surface states, U ¢, displayed in Figure 3. Use of eq 9 allows us
to write separate equations for each source of recombination
using the proper expressions for n(Eg) and k..(E).

Recombination resulting from direct electron transfer from
the conduction band follows the equation:

Uy, (EF) = [A] Ving, (EF)ket, cb (10)

where kg, is the electron transfer rate constant and V; is the
volume fraction of electrons in the conduction band near enough
to the surface to participate in electron transfer. An expression for
n(Egp) was presented above (eq 3). The volume fraction is
determined by the effective coupling length of the acceptor
species in the semiconductor electrode. Lewis and co-workers
used a coupling length of 0.3 nm to estimate rate constants for
electron transfer at semiconductor electrodes, which corre-
sponds to the approximate width of one gold atom.*® If the
electronic coupling is strong, it has been estimated that adiabatic
charge transfer can occur for species up to a nanometer from the
electrode surface, which would correspond to a coupling length
of 1 nm.*>*' Because there is no clear experimental evidence to
support an exact value for V; at this time, we assume that
electrons within 1 nm of the surface of the nanoparticle can
participate in recombination, and thus V¢ = 0.27 for the 20 nm in
diameter nanoparticles used. We note that if a smaller coupling
length were used in the calculation, it would produce a smaller V7,
which would result in an increase in the electron lifetime. For
example, using a coupling length of 0.3 nm, instead of 1 nm,
would produce V;=0.09 and increase the calculated lifetime by a
factor of 3 (see the Supporting Information).

Because electrons are all coming from the same energy, the
conduction band minimum, the rate constant has a single value,
and the potential dependence of recombination is contained in
ne(Eg). The rate constant has been established to follow the

relationship described using Marcus theory:>>>
—(AG+ A1)

ke b — ke max _— 11

beb = et ma O T e T (11)

where AG = Eg, — qE cdox is the driving force of electron
transfer, and A is the reorganization energy. The prefactor
Ket,max is the rate constant at optimum exoergicity, obtained
when —AG® = 1. Values of ke ma.x have been estimated
theoretically, and confirmed experimentally, to be approximately
10710 em* s 127 In addition, the value of ke max is
expected to be a weak function of the reorganization energy
(Ket,max < AV 2. Making this correction, we used a value of
ketmax = 6 X 1077 em® s7' for [Co(Meszz)3:|3+/2Jr and
1.2 x 10 *® cm* s~ for [Ru(bpy),(Melm),]*"/*". Determina-
tion of the reorganization energies is described below.

Recombination resulting from electron transfer from surface
states requires a more elaborate definition. To quantify the rate of
recombination, the contributions from all occupied surface states
must be included. The total density of electron transfer at a given
quasi-Fermi level, again only considering surface states in the
energy range qEg < E < E,, is described by

Eg

Us (EF) = [A] f(E — Ep) [(gS, exp (E) + &, me (E)] ket, s(E) dE

9Es,0
(12)

where g, ., (E) is the density of exponentially distributed states at
the electrode surface, and k. (E) is the electron-transfer rate

constant from a surface state at energy E. We assume that the rate
constant is strictly a function of energy and thus independent of
the type of surface state. We note, however, that it is possible that
the electronic coupling can differ between types of surface states
and acceptor species, which would affect the values of k.. (E) for
these states. The electron-transfer rate constants for transfer
from surface states are dependent on the difference between the
en?;gs}; of the surface state, E, and the solution gE, 4oy according
to:™

_(E - qEredox + l)z
4k T

ket,s(E) (13)

= ket, max €XP

The density of states of the monoenergetic surface states was
presented above. Assuming that the surface (or near surface)
states have the same distribution as the bulk trap states, the
exponentially distributed density of trap states at (or near) the
TiO, surface, g, ox,(E), can be described by the volume fraction,
Vg of bulk traps near enough to the surface of the nanoparticle to
participate in electron transfer time:

gS, exp (E) = Vfgexp (E) (14)

There is no definitive evidence that the distribution of trap states
is evenly distributed spatially throughout the nanoparticle. In
fact, it has been suggested that trq/p states are located preferen-
tially at the nanoparticle surface.’” A distribution of trap states
having a higher concentration nearer to the surface would
produce a larger g ..,(E) and concomitant shorter lifetimes.
We note that if a lower value for Vi were employed as described
above, the decreased lifetimes could be offset by the surface-
concentrated trap states. Any error on the value of either of these
parameters would result in a proportional minor shift in the
magnitude of the calculated lifetimes (up to a factor of 3);
however, the shape of the lifetimes will be unaffected. Plots
of lifetimes demonstrating this can be seen in the Supporting
Information. For simplicity, we assume a homogeneous spatial
distribution of trap states and an effective coupling length
of 1 nm.

C. Reorganization Energy. The total reorganization energy is a
summation of the inner-sphere and outer-sphere components: 4
= Ain + Aou It has been shown for group VIII bipyridyl
complexes Ay, = 0 for the M>" to M>" transition or vice versa,
allowing for the use of the approximation 4 = 4o,..>* A theoretical
value for Ay for a redox couple at a TiO, interface can be
calculated by:*"~%

2
sol

(Azg)* |1/ 1 1 1 (1

8mey |a nfol Esol 2R, \ n2

sol

. L(gTiOz - 8301)):| (15)
Esol \ €TiO, + &sol

where Az is the change in charge of the acceptor species, a is the
radius of the reactant, ny, and nrio, are the refractive index of
acetonitrile (1.3442)°* and anatase TiO, (2.54),%* respectively,
&¢o1 and €10, are the static dielectric constants of the acetonitrile
(36)° and anatase TiO, (114),**% respectively, and R, is the
distance from the acceptor to the electrode. Using a = R, = 0.65 nm
results in a value of Ay, = 0.41 eV, which was used as A for
[Ru(bPY)2(Melm)z]3+/2+-67

Cobalt bipyridyl redox couples, however, are known to have
significant innersphere reorganization energies. The inner-sphere

2
N1i0, — 1

j~out =

2 2
nTiOz + nsol
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reorganization energy at a semiconductor electrode is one-half of
the value derived from a self-exchange reaction, A, because
one-half as many molecules participate in each electron transfer.
The total reorganization energy is therefore given by A = A.;,/2
+ Aour- The Ay i, has been determined previously to be 2.04 eV.>>
Using eq 15, with a = R, = 0.68 nm, produces a value of A, =
0.39 eV.%” The total reorganization energy for [Co(Me,-
bpy)s]>/*" is therefore (2.04 eV)/2 + 0.39 eV = 1.41 eV.

d. Calculated Lifetimes. Introducing the expressions devel-
oped above for electron concentration and recombination rates
into eq 2 produces the following general expression for electron
lifetime:

Th (EF) =

Ecb_EF
8 Ncexp kBiT +

/E " F(B — B (gop (B) + gy me()) dE | /E

£,0

Es _E
9 ([A] (VfNC exp {M} ket, b +

ks T

/E (B = Ex)[(g ep (B) + g me (B o(E) dE | ) /3E

| (16)

Table 1. Parameters Used for Full Model of Lifetimes Given
in Eq 16

parameter value used for Co value used for Ru
Ego/V vs AgCl/Ag 0.080 0.890
Egome/V vs AgCl/Ag —0.16 —0.16
E./q/V vs AgCl/Ag —-0.7 —0.7
N./em™® 8 x 10%° 8 x 10%°
Ny/em ™ 1.73 x 10" 1.73 x 10"
Ny me/cm > 1% 10 1x10%
T/K 295 295
To/K 850 850
I<&3t7,1“,‘/cm4 st 12x 10 6x 10"
o/eV 0.08 0.08
AleV 1.41 0.41
[A]/em 3 1.20 x 10*° 1.20 x 10"

Equation 16 was used to calculate the electron lifetimes using the
parameters displayed in Table 1. Figure 4a shows the experi-
mental lifetimes of [Ru(bpy),(Melm),]*"/>* with the results
from the calculated lifetimes superimposed. The calculated life-
times (red —) are in excellent agreement with the experimental data.

Modifications of the model further allows for the identification
of the source of recombination that dominates the measured
lifetimes. For example, removing the contribution of electron
transfer from conduction band electrons to recombination has
no effect on the calculated lifetimes. This indicates that conduc-
tion band recombination is negligible and surface state recombi-
nation is dominant when using [Ru(bpy),(Melm), ] 3T/2% This
result is consistent with recombination from the conduc-
tion band being in the Marcus inverted region as expected for
this couple. Alternatively, removing the contribution of the
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Figure 4. Experimental and modeled lifetimes for both (a) [Ru(bpy),
(Melm),]**/**, experimental (O), full model (red line), model without
Usme (green — - - —), and model without Ug .y, (blue ———), and
(b) [Co(Me;bpy);]>"/", experimental (<), full model (red line, —),
without surface state recombination (blue line, — — —), and without
conduction band recombination (green line, — - + —).

monoenergetic surface states to recombination produces a para-
bolic lifetime with a single minimum located near 0.49 V. We can
therefore attribute the experimental minimum in the lifetime at
0.49 V to recombination from the exponential distribution of
surface states. This minimum occurs near where —AG = 4, and
thus the k.(E) function reaches its maximum. The minimum in
lifetime is shifted slightly from 1, however, due to the contribu-
tion of the increasing g(E) function to the overall rate of
recombination. Finally, removing the contribution of the expo-
nential distribution of surface states to recombination produces a
parabolic lifetime with a single minimum located near 0.05 V. We
can therefore attribute the experimental minimum in the lifetime
at 0.05 V to recombination from the monoenergetic surface
states. The minimum in lifetime is near the energetically center of
the monoenergetic surface states, but is shifted positive due to the
sharply decreasing k..(E) function with more negative potentials.

The full model using [ Co(Me,bpy)s] 3/2% results in a reason-
able fit over part of the experimental data, but deviates at more
positive potentials, shown in Figure 4b. When the contribution to
recombination from the monoenergetic surface states is removed
from the model, the calculated lifetimes are in excellent agree-
ment with the experimental results. Further removal of recombi-
nation from the exponential distribution of surface states does
not significantly change the modeled lifetime, and thus only one
line was included in Figure 4b for clarity. It is interesting that the
monoenergetic surface states appear to contribute to recombina-
tion to [Ru(bpy),(Melm),]*", but not to [Co(Me,bpy);]**. In
our previous work, we have reported linear (semilogarithmic)
lifetimes for an array of cobalt polypyridyl redox shuttles, similar
to the data presented here.”**” Peter and co-workers also reported
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linear (semilogarithmic) lifetimes to the [Co(dbbip),] S/t
(dbbip = 2,6-bis(1’-butylbenzimidazol-2’-yl)pyridine) redox
shuttle, in agreement with our measurements. The difference
may be explained by the cobalt-based redox shuttles coupling
weaker to the monoenergetic surface states as compared to the
ruthenium-based redox shuttle. Hupp and co-workers, however,
reported nonlinear (semilogarithmic) lifetimes for a series of
cobalt-based redox shuttles, which appears to be consistent with
our model including the monoenergetic surface states.”’ As
noted above and reported by others, we have found a fairly large
variance in the magnitude of the monoenergetic states’ capaci-
tance, for different electrodes and preparation procedures. Thus,
differences in the nanoparticle preparation can possibly account
for differences in linearity of measured lifetimes.

As mentioned, removal of recombination from surface states
to [Co(Me,bpy) P gives excellent agreement with experi-
mental lifetimes. Likewise, considering only recombination
from surface states and removing conduction band recombi-
nation results in a failure to fit the experimental data, Figure 4b
(green — - - — line). This case results once again with two
parabolic components to the calculated lifetimes as with the
ruthenium redox shuttle. However, due to the large increase in 4,
the contributions are reversed; the minimum centered near —0.2
V results from Ug e while the minimum at more negative

potentials results from Ug exp-

Il CONCLUSIONS

Measurements of recombination to outer-sphere redox shut-
tles with widely varying E,.qox and A4 produced concomitant
widely varying magnitude and shape of the electron lifetimes. To
interpret this behavior, we developed a model using Marcus
theory to describe recombination from three distinct sources of
electrons: the conduction band, an exponential distribution of
surface states, and monoenergetic surface states. The semiloga-
rithmic plots of the lifetimes were linear when [ Co(Me,bpy);]*+"**
was the redox shuttle. This behavior is in accord with our model
when recombination is strictly from the conduction band. These
results are in good agreement with our previous observations and
essentially all literature reports using I3~ /I". It is worth noting
that surface state recombination is still expected to occur;
however, because the rate is lower as compared to recombination
from the conduction band, it is not observed experimentally. The
semilogarithmic plots of the lifetimes were parabolic when
[Ru(bpy),(MeIm),]>"/*" was the redox shuttle. This behavior
is in accord with our model when recombination is strictly from
the surface states. Recombination from the conduction band is
also still expected to occur; however, in this case, we believe it to
be in the Marcus inverted region and thus significantly slower as
compared to recombination from surface states. The parabolic
lifetimes are also in good agreement with Bisquert’s predictions
of surface state recombination.”” To the best of our knowledge,
however, this is the first definitive experimental verification of
surface state dominated recombination in DSSCs.

It is well-known that one strategy to achieve significantly
higher efficiency DSSCs is to use redox shuttles with more
positive potentials to produce higher photovoltages.'> We and
others have previously demonstrated that when “slow” redox
shuttles are employed, such as [Co(Xszy)3]3+/ ** or pseudo-
halogens, a more positive potential increases the rate of recom-
bination, thus offsetting (at least) any gains in voltage.'****” This
behavior is consistent with Marcus normal region behavior of

recombination. In this work, we demonstrated that you can
exploit Marcus inverted behavior by using very positive redox
shuttles with slow recombination from the conduction band.
Recombination from surface states, however, becomes energeti-
cally favored, and as a result even shorter lifetimes are observed.
These combined results highlight the challenge faced when
designing alternative redox shuttles, which are capable of exceed-
ing the performance of the long-standing champion I3 /I". Recent
exciting reports of efficient DSSCs using a variety of both
outersphere and innersphere redox shuttles, however, make us
optimistic that a breakthrough is on the near horizon.>**>¢%%
Our hope is that a combination of careful systematic studies and
modeling of the key processes controlling the performance
of DSSCs, such as the presented herein, will help achieve this
breakthrough.
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